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Abstract

In this paper, we evaluate a baseline word
embedding model for a set of clinical notes
derived from patient records. For our base-
line, we extract features for this embed-
ding using the Word2Vec module from
the gensim package. We also build two
models, a word2vec skipgram model with
negative sampling and a positive point-
wise mutual information (PPMI) model by
training on the processed clinical notes.
Our evaluation shows that both the PPMI
and the skipgram models show improved
results for medically-related terms when
compared with the baseline model. PPMI
shows the best result out of all three mod-
els.

1 Introduction

Word embeddings are incredibly powerful model-
ing and feature engineering techniques that allow
us to perform very advanced NLP tasks. More
traditional NLP techniques like Bag-Of-Words
(BOW) and n-gram models, even though simple
and powerful, have their limitations for NLP tasks
like sentiment classification and part-of-speech
tagging. Because word embeddings map words
from a single-word dimension space to a real-
value multi-dimension space, this new represen-
tation allows one to perform more complex NLP
tasks that involve words and distributed contexts.
Mikolov et al [1] implemented an efficient model
for Word2Vec, a word embedding model that was
trained on a billion words and their embeddings
have now become a widely popular model for sev-
eral NLP tasks.

There have been many efforts to employ word
embedding engineering in other domains. One
of such applications is in the delivery of clinical

medicine. With the growing penetration of EHR
systems which are deeply rich in textual data, there
is an opportunity to develop smarter EHR systems.
Specifically, by learning clinical word embeddings
for use in EHR systems, we might be able to de-
velop better tools for clinician decision support,
patient text summarization, bill coding, informa-
tion retrieval, all of which can improve quality out-
comes for the patient. Given the sensitive nature
of health-care data, there is a dearth of publicly-
available datasets to encourage open research in
this area.

1.1 Related Work

Despite this limitation, multiple authors have con-
ducted promising research in this area. Choi et al
[2] compare results of embeddings generated from
three different datasets for medical relatedness
and concept similarity. Their datasets were from
medical journal abstracts, private medical claims
and one publicly-available de-identified EHR data.
Their evaluation shows that medical journal em-
beddings generally show strongly-correlated con-
cepts than clinical narratives from EHR systems.
As a result, they opine that the data source would
greatly impact the results of the end NLP task.

Similarly, Asgari and Mofrad [3] also develop
similar embeddings for proteins (ProtVec) and
genes (GeneVec). Given an unstructured dataset
of protein sequences, they were able to success-
fully generate the right sequences using their pre-
trained sequence embeddings.

On another note, Dubois and Romano [4] also
describe a number of effective techniques for
learning clinical embeddings. In their paper, they
create multi-level embeddings, first at the word
level, then at the note level and finally at the pa-
tient level. They evaluated the embeddings gen-
erated using multiple learning techniques at each
level and found mixed results. Notwithstanding,



Query Concepts Top-5 Similar Concepts Similarity Scores
schizophrenia personal history of schizophrenia 0.523

antipsychotic agents 0.491
selenium 0.491
clozapine 0.484
panic attacks 0.479

movement disorders tetrabenazine 0.539
muscle hypertonia 0.477
orthostasis 0.467
dystonia 1, torsion, autosomal dominant 0.462
red man syndrome 0.458

headache menstrual headache 0.508
syringomyelia 0.429
angioma, cavernous 0.427
potassium chloride ... 0.417
pupils equal round ... 0.416

Table 1: Sample queries and their top-5 similar concepts along with the corresponding similarity scores.
The cosine distance was used as the similarity measure.

their results showed that word embeddings gen-
erated from clinical notes can be used to predict
certain medical events such as death, admission or
E.R visits.

2 Model Descriptions

2.1 Baseline Model

In order to generate continuous vector representa-
tions of words, we utilized the Word2Vec model
provided by the Gensim library. The model con-
sists of a single hidden layer, fully connected
neural network. We varied the embedding size,
which can be specified via the constructor of the
Word2Vec model.

Similar to the probabilistic feed-forward neural
network language model (NNLM), the Continu-
ous Bag-of-Words (CBOW) model consists of in-
put, projection, hidden and output layers. How-
ever, for CBOW, the projection layers is shared
by all the input words [6], resulting in a desirable
property for our task as past word orderings do not
influence the projection.

As a preprocessing step, we employed a sim-
ple strategy of forcing logical groupings among
words of each input medical phrase by replacing
blank spaces with underscores. This approach has
shown a promising as explained in Section 3.2.

2.2 Skigram Model with negative sampling

For the alternative models, we developed a skip-
gram model using negative sampling. This method

has been described in great detail in the paper by
Mikolov et al [1] as it is a more computationally
efficient method, allowing us to only update very
specific weights. We use the Dynet Framework for
model implementation.

2.3 Positive Point-wise Mutual Information
(PPMI)

Unlike the other two methods described earlier,
this method is less computationally expensive,
which was especially beneficial since the data has
been preprocessed. It relies on counting and es-
timating the joint and individual probabilities of
word pairs and words respectively. A few au-
thors (Keerthi et al [7] and Levy and Goldberg
[8]) describe this method in their paper and es-
tablish the similarity between another variant of
this method Shifted Positive Point-wise Mutual In-
formation and Negative Sampling with Stochastic
Gradient Optimization.

3 Data Description

The dataset was derived from the Stanford Trans-
lational Research Integrated Database Environ-
ment (STRIDE) dataset - a publicly-available elec-
tronic health record including doctors clinical
notes of patients over a nineteen-year period. We
use the preprocessed form of the dataset released
by Finalyson et al [5]. Their dataset consists of
co-occurrence frequencies of pair-wise terms and
concepts in 1, 7, 30, 90, 180, 365 and infinity



day bins. The terms were culled from the notes
and mapped to medical concepts from the Uni-
fied Medical Language System (UMLS). For all
our experiments, we only use the 1-day bin oc-
currence dataset. Since the pre-processed data
only shows the medical codes for the concepts
and terms, the data had to first be decoded using
an external resource (SNOMED, UMLS) before it
could be passed through word embedding pack-
ages like Gensim (Baseline model).

For all the alternative word embedding mod-
els that we developed, we employ a word vec-
tor representation following the skipgram method-
ology. To do this, we use the concept unique
identifiers (CUI) code representations in the co-
occurring matrix as representations of words and
contexts for our skipgram model.

4 Experimental Setup

In this section, we describe our experimental setup
for constructing the baseline model, provide the
implementation details and discuss some of our
findings.

4.1 Baseline Implementation

In order to implement the baseline model, we uti-
lized the Gensim library in Python. The current
application is capable of producing the following
results:

• Given two medical concepts present in the
input medical corpus, return their similarity
value.

• Given a medical concept, retrieve the top-5
most similar concepts from the input medical
corpus.

We employed the Continuous Bag of Words
(CBOW) model, treating the two medical concepts
as a context for one another. The size of the em-
beddings was set to 300 to facilitate the compari-
son between our baseline model and the ones men-
tioned in [2], while the window size, which dic-
tates the distance between the current word and the
predicted word, was set to 2.

We trained the CBOW model on the entire med-
ical dataset, which consisted of 8,555,210 records.
We utilized an iterator to feed medical records
to the Word2Vec model, iteratively updating it.
Without the iterator, the CPU ran out of mem-
ory after approximately five million records. The

number of worker threads was set to 8 to match
the number of CPU cores.

In order to improve on the baseline model, we
also trained Word2Vec with different combina-
tions of window sizes (2 and 5) and embedding
dimensions (100, 200, and 300).

4.2 Alternative Model Implementation
We attempted a number of alternative models that
attempt to learn directly from the co-occurrence
matrix. From the pre-processed dataset, there are
about 8.5 million co-occuring terms. If the fre-
quencies of these co-occurring terms are consid-
ered, there are about 13.3 billion terms/concepts
across all co-occurring pairs. Since this would be
almost too expensive to compute, we set out to
compare try different data management strategies:

• In the first case, we assume that all the co-
occurring terms occur exactly once.

• In the next case, we assume that the frequen-
cies of the co-occurring terms can be approx-
imated by the natural logarithm of their fre-
quency counts. This assumption while mod-
est, still minimizes the amount of training
data points in this model. For example, for
concept/term pairs that occur a million times,
they will be approximated by the floor value
of log(1000000)), which equals 13 counts.

• In our final implementation, we intro-
duce Positive Point-wise Mutual Informa-
tion. This methods uses the probabilities
of the co-occurring pairs of words to deter-
mine word similarity across the vocabulary
space. We used SVD to truncate this large di-
mensionality into different word embedding
sizes.

4.3 Evaluation and Testing
We performed two forms of evaluation on the ex-
perimental results. The first was a cursory, crude
search to check if the word embedding represen-
tations made sense. The second approach was
more objective, where we utilize UMLS, an exter-
nal medical resource to evaluate the embeddings
for their effectiveness in predicting medical re-
latedness for different medical terms or concepts.
The medical terms are derived from a publicly-
available document about drugs known to either
prevent (May Prevent) or cure (May Treat) cer-
tain diseases. See Table 3 and Table 4 for exam-



Table 2: Medical Relatedness score for different experimental strategies.



Drug Name May Treat
zidovudin AIDS

HIV infekce
alemtuzumab chronick lymfatick leukemie
melatonin jet lag syndrom
sitagliptin diabetes mellitus
valdecoxib revmatoidn artritida

bolest
osteoartrza
dysmenorea

Table 3: May treat examples: paired associations
between drugs and diseases they may treat

Drug Name May Prevent
dolasetron zvracen

nauzea
fiber zcpa
hydroxokobalamin nedostatek vitaminu B12
chlorid draseln hypokalemie
eucerin dermatitida

pruritus

Table 4: May prevent examples: paired associa-
tions between drugs and diseases they may prevent

ples. This document shows a one to many rela-
tionship between the drugs and the diseases. We
map these drugs against the drug occurrences in
our word embedding to extract a subset of the em-
beddings. Next, we do a cosine similarity to match
between this subset embedding and the entire em-
bedding matrix and find the top 40 neighbors for
each drug. The number of neighbors is a hyper-
parameter that we have not tuned in this case.
Choosing a larger number may be too leaky and a
smaller number will be uninformative for the med-
ical terms. We have chosen 40 neighbors, as used
in the paper by Choi et al [2]. We take the results
of the top 40 neighbors for each drug and evalu-
ate the number of disease hits, that is how many
of these top results contain information about the
diseases in the May Prevent and May Treat doc-
uments.

4.4 Experimental Results and Future Work

In this section, we discuss the results obtained
from our baseline and alternative model experi-
mental runs. As a sanity check, we evaluate the
results of the baseline model to see how well it
is able to predict co-similar terms. We present
sample top-5 retrieval results in Table 1. It seems

that these results make sense intuitively. For in-
stance, for the query word schizophrenia, the med-
ical concept with the second highest similarity
score is selenium. According to the Journal of Or-
thomolecular Medicine, selenium deficiency is po-
tentially a risk factor in schizophrenia. The model
works well not only on single-word inputs but also
medical phrases. With the query movement dis-
orders, the model returns muscle hypertonia (up-
per motor neuron lesions) with the second highest
similarity score.

Additionally, we checked the sensitivity of the
model to dissimilar terms. To do this, we picked a
fixed medical concept, tobacco and then four med-
ical concepts from the input dataset (some related,
others unrelated). We see from Table 5 that the
results again make intuitive sense. The concepts
tobacco and smoker are highly related while to-
bacco and sugar are not.

For our subsequent analysis, we evaluated the
models for medical-relatedness using the method
described in the Evaluation and Testing section.
We see from Table 2 that our ability to predict rela-
tionships between drugs and diseases in the May
Treat case improved incredibly when we moved
from the baseline model to both PPMI and skip-
gram alternative models. There are observable
differences in the results of the skipgram mod-
els, summarized in Table 2 as Skipgram Negative
Sampling (SGNS). We noticed that the model be-
haves better when the embedding size and context
is smaller. This might be because of the domain
specificity of medicine so the association between
words are often limited to a smaller scope than
might be the case with general NLP tasks. The
PPMI experiments show the best model results,
with a dimension size of 300 showing the top re-
sults for both the May Treat and May Prevent
cases. This result is in contrast to the SGNS re-
sults. We are not sure if the difference in opti-
mization techniques between both methods might
be responsible for this differing behavior.

Overall, we think we were able to get the best
outcome for PPMI since we were able to use the
whole data set unlike the SGNS method where we
could only use a subset of the data due to compu-
tational limits. At just log count frequency of the
data for SGNS, we were able to get results within
decimal points difference from the best PPMI re-
sult, which suggests that we can expect to get even
better results if the whole dataset is used with the



Medical Concepts Similarity Scores
(tobacco, smoker) 0.481
(tobacco, burning sensation) 0.361
(tobacco, tooth diseases) 0.297
(tobacco, sugar) 0.054

Table 5: Sample pairwise similarity scores between tobacco and randomly selected concepts. The medi-
cal concepts range from highly related: smoker. Concepts that are unrelated to the term tobacco logically
have lower similarity scores, like sugar.

SGNS method.
In conclusion, we learned to use multiple tech-

niques to develop word embeddings for a specific
domain, in this case medicine. We also learned
how to leverage alternative data summarization
techniques (probabilities with PPMI) and dimen-
sion reduction techniques (SVD) to develop word
embeddings in a computationally-efficient way.
Moving forward, it will be interesting to look to
other Big Data methods, perhaps parallel or batch-
ing operations, that could be used to train a dataset
of this volume using the SGNS stochastic gradient
technique.

5 Git Repository

The source code along with the extracted em-
beddings can be found in the following repos-
itory: https://github.com/obanko01/
embeddings.
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